Prospective predictive performance comparison between clinical gestalt and validated COVID-19 mortality scores
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ABSTRACT
Most COVID-19 mortality scores were developed at the beginning of the pandemic and clinicians now have more experience and evidence-based interventions. Therefore, we hypothesized that the predictive performance of COVID-19 mortality scores is now lower than originally reported. We aimed to prospectively evaluate the current predictive accuracy of six COVID-19 scores and compared it with the accuracy of clinical gestalt predictions. 200 patients with COVID-19 were enrolled in a tertiary hospital in Mexico City between September and December 2020. The area under the curve (AUC) of the LOW-HARM, qSOFA, MSL-COVID-19, NUTRI-CoV, and NEWS2 scores and the AUC of clinical gestalt predictions of death (as a percentage) were determined. In total, 166 patients (106 men and 60 women aged 56±9 years) with confirmed COVID-19 were included in the analysis. The AUC of all scores was significantly lower than originally reported: LOW-HARM 0.76 (95% CI 0.69 to 0.84) vs 0.96 (95% CI 0.94 to 0.98), qSOFA 0.61 (95% CI 0.53 to 0.69) vs 0.74 (95% CI 0.65 to 0.81), MSL-COVID-19 0.64 (95% CI 0.55 to 0.73) vs 0.72 (95% CI 0.69 to 0.75), NUTRI-CoV 0.60 (95% CI 0.51 to 0.69) vs 0.79 (95% CI 0.76 to 0.82), NEWS2 0.65 (95% CI 0.56 to 0.75) vs 0.84 (95% CI 0.79 to 0.90), and neutrophil to lymphocyte ratio 0.65 (95% CI 0.57 to 0.73) vs 0.74 (95% CI 0.62 to 0.85). Clinical gestalt predictions were non-inferior to mortality scores, with an AUC of 0.68 (95% CI 0.59 to 0.77). Adjusting scores with locally derived likelihood ratios did not improve their performance; however, some scores overperformed clinical gestalt predictions when clinicians’ confidence of prediction was <80%. Despite its subjective nature, clinical gestalt has relevant advantages in predicting COVID-19 clinical outcomes. The need and performance of most COVID-19 mortality scores need to be evaluated regularly.

INTRODUCTION
Background
Many prediction models have been developed for COVID-191–5 and their applications in healthcare range from bedside counseling to triage systems.6 However, most have been developed within specific clinical contexts1,2 or validated with data from the early months of the pandemic.4,5 Since then, health systems have implemented protocols and adaptations to cope with surge in hospitalization rates,7 and now clinicians have more knowledge and experience in managing these patients. Additionally, other non-biological factors such as critical care availability have been found to strongly influence the prognosis of patients with COVID-19.8,9 These frequently intangible factors (e.g., the experience of the staff with specific healthcare tasks) impact prognosis but are ignored by mortality scores.
Prediction models are context-sensitive, therefore, to preserve their accuracy, they must be applied in contexts as similar as possible to the ones where they were derived from. Considering that healthcare systems and settings are quite different around the world, there are many examples of scores requiring adjustments or local adaptations. However, the opposite has been observed as well; for example, clinicians tend to overestimate the long-term survival of oncological patients.

This work aimed to compare the predictive performance of different mortality prediction models for COVID-19 (some of them in the same hospital they were developed) against their original performance and clinical gestalt predictions.

**METHODS**

**Study design**

This observational prospective study was carried out in a tertiary hospital in Mexico City, fully dedicated to providing COVID-19 healthcare, between October and December 2020.

**Selection of subjects**

Data from 200 consecutive hospital admissions (for RT-PCR-confirmed COVID-19 infection) were obtained between October and December 2020. We excluded from the analysis all patients without a documented clinical outcome (eg, if they had not been discharged at the moment of data collection, transferred to another hospital, voluntarily discharged). A total of 166 patients were included in the analysis because 34 patients were either transferred to other hospitals or voluntarily discharged. The most frequent criteria for hospital admission were requiring supplemental oxygen to reach oxygen saturation >90%, respiratory rate >20, need for ventilation (non-invasive or invasive), severity of pneumonia based on CT, hemodynamic instability, and impossibility of home isolation.

A total of 24 internal medicine residents with more than 6 months of experience (all residency programs in Mexico start every year on March 1) in COVID-19 healthcare participated in the study. Their median years of hospital experience was 2 (IQR 1–3).

**Measurements**

Clinical gestalt predictions and all necessary data to calculate prognostic scores were obtained at hospital admission from October to December 2020. Internal medicine residents in charge of collecting clinical history, physical examination, and initial imaging and laboratory work-up were asked the following questions once all initial imaging and laboratory reports were available:

- How likely do you think this patient will die from COVID-19? (as a percentage).
- How confident are you of that prediction? (as a percentage).

To obtain the earliest and best informed clinical gestalt prediction available, we asked only the resident in charge of each patient’s hospital admission. While it is likely that clinical gestalt scores vary between evaluators, inviting more evaluators would require evaluating the same patient at different times (giving a ‘predictive advantage’ to later scorers who would be able to see if a patient is improving after their initial therapeutic interventions) and would allow predictions with different levels of information (from evaluators who did not spend the same amount of time directly examining the patient).

To test the hypothesis that updating the statistical weights of a score with local data could help preserve its original accuracy, we developed a second version of the LOW-HARM score (LOW-HARM V2 score) using positive and negative likelihood ratios derived from cohorts of Mexican patients (instead of only positive likelihood ratios from Chinese patients as in the original version).

The likelihood ratios (LR+/LR−) used to calculate the LOW-HARM V2 score were as follows: oxygen saturation <88% = 2.61/0.07; previous diagnosis of hypertension = 2.37/0.65; elevated troponin (≥20 pg/mL) = 15.60/0.62; elevated creatine phosphokinase (≥223 U/L) = 2.37/0.88; leukocyte count >10.0 cells × 10⁹/L = 5.60/0.48; lymphocyte count <800 cells/µL (<0.8 cells/mm³) = 2.24/0.48; and serum creatinine >1.5 mg/dL = 19.1/0.6.

All previously validated scores were calculated by the research team.

**Outcomes**

The primary outcome of this study was the area under the curve (AUC) of each COVID-19 mortality prediction method. To test the hypothesis that the predictive performance of already validated scores declined over time, we chose the LOW-HARM, MSL-COVID-19, and NUTRI-CoV scores because all these three were validated with data from Mexican patients with COVID-19. To rule out that this was a phenomenon exclusive of scores developed with Mexican data, we re-evaluated the accuracy of NEWS2 and qSOFA scores and the neutrophil to lymphocyte ratio to predict mortality from COVID-19.

To test the hypothesis that scores outperformed clinical gestalt predictions when their confidence was low (below or equal to the median perceived confidence; ie, <80%), we conducted a comparative AUC analysis of cases below or above this threshold.

**Analysis**

Clinical and demographic data were analyzed using mean or median (depending on their distribution) and SD or IQR as dispersion measures. Shapiro-Wilk tests were used to assess if variables were normally distributed.

R V4.0.3 packages ‘caret’ for confusion matrix calculations and ‘pROC’ for receiver operating characteristic curve (ROC) analysis and STATA V12 software were used for statistical analysis. AUC differences were analyzed using DeLong’s method with the STATA function ‘roocmp’. A p value of <0.05 for inferring statistical significance was used in all statistical tests. Missing data were handled by mean substitution.
Sample size rationale
We calculated sample size using ‘easyROC’, an open R-based web tool used to estimate sample sizes for direct and non-inferior AUC comparisons using Obuchowski’s method; to detect non-inferiority with >0.05 maximal AUC difference with the reported AUC of LOW-HARM (0.96, 95%CI 0.94 to 0.98), a case allocation ratio of 0.7 (because the mortality at our center is ~0.3), a power of 0.8, and a significance cut-off level of 0.05, 159 patients would be needed. To detect >0.1 difference between AUCs, 99 patients would be needed with the rest of the parameters held constant. To allow a patient loss rate of ~25%, we obtained data from 200 consecutive hospital admissions.

Patient and public involvement
Patients or the public were not involved in the design, or conduct, or reporting, or dissemination plans of our research.

RESULTS
Characteristics of study subjects
We included 166 patients in our study. Of these, 47 (28.3%) died, while 119 (71.7%) survived. The general demographics and clinical characteristics of these populations are shown in Table 1. As expected, decreased peripheral saturation, ventilatory support, cardiac injury, renal injury, leukocytosis, and lymphocytosis were more prevalent in the group of patients who died during their hospitalization.

Main results
Table 2 shows the median scores and their IQR for each prediction tool. As expected, there was a more pronounced mean difference between groups in scores that were based on a 100-point scale (clinical gestalt, LOW-HARM scores). Table 2 shows the originally reported AUC versus the AUC we observed in our data.

Performance characteristics of selected predictive models and AUC comparisons
Figure 1 shows the performance characteristics of the selected predictive models. Overall, we found a statistically significant difference between predictive models (p=0.002). However, we did not find statistically significant differences between clinical gestalt and other prediction tools.

As expected, we found that the confidence of prediction increased in cases in which the predicted probability of death was clearly high or clearly low (Figure 2). We found a moderate-strong, bimodal correlation between the confidence of prediction and the predicted probability of death at <50% predicted probability of death (Pearson’s r=0.60, p<0.0001) and at >50% predicted probability of death (Pearson’s r=0.50, p=0.0002).

We further explored the performance characteristics of the selected predictive models in specific contexts (online supplemental appendix table 1). Figure 3 shows the results of the analysis including cases in which the certainty of prediction was below and above 80%. Overall, we found a statistically significant difference between predictive models in both settings. In cases in which the confidence of prediction was ≤80%, both versions of the LOW-HARM scores showed a larger AUC compared with clinical gestalt (Figure 3B and online supplemental appendix table 1).

An additional analysis restricted to cases in which the certainty of prediction was ≤80% and the predicted probability of death was ≤30% (ie, median value for all cases) found a statistically significant difference between...
predictive models \((p = 0.0005)\). Similarly, individual comparisons showed a larger statistically significant AUC differences between clinical gestalt and both versions of the LOW-HARM score (online supplemental appendix table 1).

**DISCUSSION**

Outcome prediction plays an important role in everyday clinical practice. This work highlights the inherent limitations of statistically derived scores and some of the advantages of clinical gestalt predictions. In other scenarios where using predictive scores is frequent, more experienced clinicians can always ponder their sometimes subjective, yet quite valuable insight. However, with the COVID-19 pandemic, clinicians of all levels of training started their learning curve at the same time. In this study, we had the unique opportunity of re-evaluating more than one score (two of them in the same setting and for the same purpose they were designed for), while testing the accuracy of clinical gestalt, in a group of clinicians who started their learning curve for managing a disease at the same time (experience and training within healthcare teams are usually mixed for other diseases).

Additionally, we explored the accuracy of clinical gestalt across different degrees of prediction confidence. To our knowledge, this is the first time that this type of analysis is done for subjective clinical predictions and proved to be quite insightful. The fact that clinical gestalt’s accuracy correlates with confidence in prediction suggests that while there is value in subjective predictions, it is also important to ask ourselves about how confident we are about our predictions. Interestingly, our results suggest clinical gestalt predictions are particularly prone to being positively biased,

**Table 2** Distribution and accuracy of selected mortality prediction tools

<table>
<thead>
<tr>
<th>Prediction tool</th>
<th>Total (N=166)</th>
<th>Died (n=47)</th>
<th>Survived (n=119)</th>
<th>Original AUC (95% CI)</th>
<th>Observed AUC (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clinical gestalt, confidence (IQR)</td>
<td>30 (20–50)</td>
<td>40 (30–70)</td>
<td>30 (15–40)</td>
<td>–</td>
<td>0.68 (0.59 to 0.77)</td>
</tr>
<tr>
<td>LOW-HARM (IQR)</td>
<td>46 (8.4–83.8)</td>
<td>86 (37.5–99.3)</td>
<td>37.5 (6.4–69)</td>
<td>0.96 (0.94 to 0.98)</td>
<td>0.76 (0.69 to 0.84)</td>
</tr>
<tr>
<td>LOW-HARM V2 (IQR)</td>
<td>9.7 (0.9–52.7)</td>
<td>49 (8.7–96.3)</td>
<td>3.2 (0.5–28.1)</td>
<td>–</td>
<td>0.78 (0.71 to 0.86)</td>
</tr>
<tr>
<td>NUTRI-Cov (IQR)</td>
<td>9 (7–12)</td>
<td>10 (8–12)</td>
<td>9 (7–11)</td>
<td>0.79 (0.76 to 0.82)</td>
<td>0.60 (0.51 to 0.69)</td>
</tr>
<tr>
<td>MSL-COVID-19 (IQR)</td>
<td>8 (7–10)</td>
<td>8 (8–10)</td>
<td>8 (7–9)</td>
<td>0.72 (0.69 to 0.75)</td>
<td>0.64 (0.55 to 0.73)</td>
</tr>
<tr>
<td>qSOFA (IQR)</td>
<td>1 (1–1)</td>
<td>1 (1–2)</td>
<td>1 (1–1)</td>
<td>0.74 (0.65 to 0.81)</td>
<td>0.61 (0.53 to 0.69)</td>
</tr>
<tr>
<td>NEWS2 (IQR)</td>
<td>7.5 (6–9)</td>
<td>9 (7–10)</td>
<td>7 (5–9)</td>
<td>0.84 (0.79 to 0.90)</td>
<td>0.65 (0.56 to 0.75)</td>
</tr>
<tr>
<td>Neutrophil to lymphocyte ratio &gt;9.8 (%)</td>
<td>64.4</td>
<td>55.3</td>
<td>27.7</td>
<td>0.74 (0.62 to 0.85)</td>
<td>0.65 (0.57 to 0.73)</td>
</tr>
</tbody>
</table>

Overall comparison test for observed AUC=0.002.
Individual AUROC comparisons: clinical gestalt vs all scores, p>0.05.
To calculate the relative mean difference, some scores (those not based on 100 points) were converted to a percentage in the following manner: (patient score/maximum possible score)×100.
AUC, area under the curve.

**Figure 1** AUC comparison of selected mortality prediction tools. AUC, area under the curve.
and that clinicians were more likely to correctly predict which patients would survive than which patients would die (Figure 2 and online supplemental figure 1). This is consistent with other studies that have found that clinicians tend to overestimate the effectiveness of their treatments and therefore patient survival.16

Since it is expected that scores will lose at least some of their predictive accuracy when used outside the context they were developed in, it has already been reported that local adaptations improve or help retain their predictive performance. In this work, we tried to evaluate if by updating the likelihood ratio values used in the calculation of the LOW-HARM score with data from Mexican patients we could mitigate its loss of accuracy. However, despite the AUC of the LOW-HARM V2 score being slightly larger than the AUC of the original LOW-HARM score, the difference was not statistically significant nor significantly more accurate than clinical gestalt predictions. This highlights the fact that scores are far from being final or perfect tools even after implementing local adjustments.

Limitations
Even when some of the results in this study can prove insightful for other clinical settings and challenges, our results cannot be widely extrapolated due to the local setting of our work and the highly heterogeneous nature of COVID-19 healthcare systems. Additionally, it is likely that emerging variants, vaccination, or the seasonality of contamination waves22 will continue to influence the predictive capabilities of all predictive models. Additionally, our sample size was calculated to detect non-inferiority between prediction methods. On the other hand, it is possible that, despite having comparable experience with COVID-19, overall clinical experience still influences the accuracy of clinical gestalt predictions. We were not able to account for this source of variability because of how our hospital’s patient admission workflows are designed (senior attendings usually meet patients after their initial work-up is complete and their prediction would also be informed by the success or failure of the early therapeutic interventions).

Furthermore, individual consistency cannot be accurately estimated as, on average, each clinician evaluated seven patients only. Nonetheless, 87.5% of the residents (21 of 24) provided at least one prediction per quartile, and we did not observe any of them consistently registering high nor low clinical gestalt scores.

Specifically designed studies are needed to better investigate the relationship between subjective confidence, accuracy, and positive bias. Clinical predictions will always be challenging because all medical fields are in constant development and clinical challenges are highly dynamic phenomena.

All scores had lower predictive accuracy than in their original publications and none of them showed better predictive performance than clinical gestalt predictions; however, scores could still outperform clinical gestalt when confidence in clinical gestalt predictions is perceived to be low. These results remind us that prognostic scores require constant re-evaluation even after being properly validated and adjusted and that no score can or should ever substitute careful medical assessments and thoughtful clinical judgment. Despite its inherent subjectivity, clinical gestalt immediately incorporates context-specific factors, and in contrast

Figure 2  Clinical gestalt prediction and confidence of prediction.

Figure 3  AUC comparison of selected mortality prediction tools according to confidence of prediction. (A) AUC comparison of selected mortality prediction tools in cases where the confidence of prediction was >80%. (B) AUC comparison of selected mortality prediction tools in cases where the confidence of prediction was ≤80%. AUC, area under the curve.
to statistically derived models it is likely to improve its accuracy over time.
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